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VC dimension

Only one function in F .
In this case, VC dimension = 1. But applying the new definition
we have VC dimension = ∞.

Only two functions in F .
VC dimension = 1 or 2. But applying the new definition we have
VC dimension = ∞.
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Theorem

If 0, 1 ∈ F , then the two definitions are equal.

Proof.

It’s trivial that the old definition implies the new definition. We focus
on the other direction.
∀f ∈ 2A , where |A | = dimV C. Let X = {a : f(a) = 1}, by the
definition, we have

∪
a∈X
{g : g(Y ) = 1, g(A \Y ) = 0, Y = Y ∪ {a}} ⊂ F

whereas f ∈ ∪
a∈X
{g : g(Y ) = 1, g(A \Y ) = 0, Y = Y ∪ {a}} ⊂ F , so

f ∈ F .
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Problem formulation

The T-proiod regret of a policy π is defined by

Regret(T, π, θ)

T∑
t=1

E[max
a∈At

fθ(a)− fθ(At)|θ].

The T-period Bayesian regret is defined by E[Regret(T, π, θ)],
where the expectation is taken with respect to the prior
distribution over θ. Hence,

BayesRegret(T, π) =

T∑
t=1

E[max
a∈At

fθ(a)− fθ(At)].
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Assumption

Assumption 1. For all f ∈ F and a ∈ A , f(a) ∈ [0, C].

Assumption 2. For all t ∈ N, Rt − fθ(At) conditioned on
(Ht, θ, At) is σ-sub-Gaussian.
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Proof sketch

Let A∗t = maxa∈At fθ(a), we have

BayesRegret(T, π) =

T∑
t=1

E[fθ(A
∗
t )− fθ(At)].
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Proof sketch

Step 1: Regret decomposition.
If fθ(At) ∈ [Lt(At), Ut(At)], then

E[fθ(A
∗
t )− fθ(At)] ≤ E[Ut(A

∗
t )− fθ(At)] ≤ E[Ut(At)− fθ(At)].

Else
fθ(A

∗
t )− fθ(At) ≤ C.

⇒ BayesRegret ≤ E
∑T

t=1[(Ut(At)− fθ(At)] + C
∑T

t=1 P(fθ(A
∗
t ) >

Ut(A
∗
t )).
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Proof sketch

Step 2: Build confidence set.
Minimize MSE loss → fθ(At) ∈ [Lt(At), Ut(At)] with high probability.
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Proof sketch

Step 3: Bound the confidence set interval.
We have Ut(At)− fθ(At) ≤ ωt(At) := Ut(At)− Lt(At), and bound∑T

t=1 ωt(At) to conclude the proof.
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Step 1:
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L2,t(f) =

t−1∑
1

(f(At)−Rt)2

||f̄ − f ||22,Et
=

t−1∑
k=1

(f̄ − f)2(Ak)
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Step 2:
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Step 3:
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Step 3:
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Step 3:
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Thanks!
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