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VC dimension

DerINITION 4. An action a is VC-independent of s C od if for any f, 7 € 7, there exists some f €F, which
agrees with f on a and with f on s/; that is, f(a) = f(a) and f(a) = f(a) for all a € si. Otherwise, a is
VC-dependent on .

DeFINITION 5. The VC dimension of a class of binary-valued functions with domain s/ is the largest cardinality
of a set s C o such that every a € 9/ is VC-independent of /\{a}.

@ Only one function in .#.
In this case, VC dimension = 1. But applying the new definition
we have VC dimension = oo.

@ Only two functions in .#.
VC dimension = 1 or 2. But applying the new definition we have
VC dimension = oo.
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Theorem
If 0,1 € &, then the two definitions are equal.

Proof

It’s trivial that the old definition implies the new definition. We focus
on the other direction.

Vf €29 where || = dimVC. Let X = {a: f(a) = 1}, by the
definition, we have

JA9:9¥) =Lg(#\Y)=0Y =Y U{a}} CF

whereas f € éJX{g 9YV)=1,9(\Y)=0,Y =Y U{a}} C .Z, so
fez. O
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Problem formulation

@ The T-proiod regret of a policy 7 is defined by
T
Regret(T, m,0) ZIE maxfg — fo(Ay)|0].
t=1

e The T-period Bayesian regret is defined by E[Regret(T',, )],
where the expectation is taken with respect to the prior
distribution over 6. Hence,

T

BayesRegret(T, m) = 3 Efmax fy(a) — fo(4,))
t=1 t
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Assumption

e Assumption 1. For all f € .% and a € &, f(a) € [0,C].

e Assumption 2. For all ¢t € N, Ry — f0(A;) conditioned on
(Hy, 0, Ay) is o-sub-Gaussian.
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Proof sketch

Let A} = max,cy fo(a), we have

T

BayesRegret(T,m) = > E[fo(A}) — fo(Ar)].
t=1
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Proof sketch

Step 1: Regret decomposition.
If f@(At) S [Lt(At), Ut(At)], then
E[fo(A7) — fo(Ar)] < E[U(AF) — fo(Ar)] < E[Ut(Ar) — fo(Ar)]-
Else
fo(A7) — fo(Ar) < C.

= BayesRegret < E Y[ [(Us(Ar) — fo(A)] + C i, P(fo(A7) >
Ui(A7)).
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Proof sketch

Step 2: Build confidence set.
Minimize MSE loss — fp(A:) € [L+(Ar), Ui(A¢)] with high probability.
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Proof sketch

Step 3: Bound the confidence set interval.
We have Ut(At) — f@(At) < wt(At) = Ut(At) — Lt(At), and bound
Zthl wi(A¢) to conclude the proof.
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Step 1:

PROPOSITION 1. For any UCB sequence {U, | t € N},

T

BayesRegret(T, 7") = EXT:[U,(AI) — fo(AD+EXL(A]) = U (AD)]

r=1 1=1

forall T eN.
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t—1

Los(f) = > (f(Ar) = Ry)®

1
t—1

= fllse, = Z(f— £)?(Ag)

k=1
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Step 2:

LEMMA 3. For any 6 >0 and f: sl R, with probability at least 1 — 6,

Ly () = Lo (fo) + 51 f = Follz. 5, — 40" log(1/8)
simultaneously for all t € N.

Bi(F.8,a) :=8a"log(N(F.a, |- ||..)/8) + 2at(8C ++/802In(412/9)).
PROPOSITION 6. For all >0 and a > 0, if

Fo={f €T If —F5)hp < BT, 8, )}
for all t e N, then

P(f,,eﬁf?‘,)zl—za.
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Step 3:

LEMMA 4. For all T €N, if inf o5 f,(a) < fy(a) < sup,c5_ f,(a) for all T €N and a € 51 with probability

at least 1 — 1/T, then
T

BayesRegret(T, 7°°) < C+E Y w; (4A,).

1=1
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Step 3:

ProposITION 8. If (B, = 0|t €N) is a nondecreasing sequence and 7, :={f € F: ||f —fArLSHZ’ £ =/ B}, then

i, @)= (%r 1) aim, (7.0

=1

for all T eN and € > 0.

If (B, > 0|t eN) is a nondecreasing sequence and 7, .= {f € F: ||f—f,LS||2‘EI </B,}, then

T
Zw,;’(A,) <1+dim (F, T~ )C +4/dim(F, T-1)B,T

=1

LEMMA 5.

forall T €N
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Step 3:

DEerFINITION 1. The Kolmogorov dimension of a function class F is given by

logN(7, a, || -
dim (7) = lim sup w
alo log(1/a)
In particular, we have the following result.
PROPOSITION 7. For any fixed class of functions F,

BT, 1/£2,1/8) = 16(1 + o(1) + dim (7)) log 1.

ProposiTioN 10.  For any fixed class of functions F,

BayesRegret(T, 77%) < 1+ [dim,(F, T~") 4+ 1]C + 160/dim(F, T-1) (1 + o(1) 4+ dim (7)) log(T) T
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Thanks!




	VC Dimension
	Proof sketch

