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Some Concepts of the Statistical Learning Framework

» Training data S

- S={(z1,91),...,(zn,yn)} contains n i.i.d. copies of a random variable (X,Y) with
distribution D, where y € Y C R.
— Define Z = (X, ) for later use.

» Hypothesis class H
H={h:X — Y} is a class of predictors.

» Loss function ¢
¢:H x Z — R measures the error of h € H with respect to a sample z € Z.

» An example: linear regression
X=RLY=R, H={z— (wz):weRY}, (h (z,y) = (h(z) —y)2
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Empirical Risk Minimization

» Define F=loH ={z—l(h,z):heH,z€ Z}.

» True error (expected error)
Lo(h) 2 Lo(f) 2 B [1(:)], where f € F and () = ((h, ).

» Empirical error
Ls(h) £ Ls(f) £ L3, f(2:), where m is the number of samples in S.

» Fix the hypothesis class H, given the training data S, the empirical risk minimization
(ERM) method is defined as

~ 1 &
h € argmin— L(h, z;).
hgeH m; (h.24)
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Error Analysis

» Suppose we get a predictor h by ERM method. How good this predictor is?

— Or, how big the gap between Lp(h) and Lp(h") is? Here h* € argminLp(h).
heH

— It is our final goal today.
> Lp(h) ~ Lp(h*) = Lp(h) — Ls(h) + Ls(h) — Ls(h*) + Ls(h*) = Lp(h").
(1) () (3)

— (2): non-positive;
— (3): zero-mean, and its fluctuations can be controlled with the tail bounds;

— (1): not zero-mean because h depends on samples, challenging to control.

> We need to bound (1).
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Problem Introduction

» To bound (1), define Rep(F,S) = sup(Lp(h) — Lg(h)), then
heH

Lp(h) — Lg(h) < Rep(F, S), so:

o~

E(Lp(R) - Lp(h)) < E[Rep(F, 5))

and

~

LD(h) - LD(h*) < Rep(f’ S) + 6(5» m)

with probability of at least 1 — § over the choice of .S, for each 6 € (0,1), where € is
gotten by tail bounds.

» Can we bound ]];J[Rep(]—', S)] or bound Rep(F, S) with high probability?
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Problem Setting

» Consider the task:
- X=R,and Y = 0.
- £(0,x) =1(z < 0).
- F={z—1I(x <0),6 € R}
» Try to upper bound IE:,[Rep(}', S)].

— Method: introduce "ghost” variables {X;,X;, e 7X:n}, which are independent copies of X,
to replace X.

— Procedure: the next page.
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Procedure for Bounding @[Rep(]—', S)]

< E

{X:, X5}

sup (; i [H(?Qf <0)-I(X; < 9)})]
sup (; S [10x; < 0) — 10X < e)m

{X:,X],0i~Rad()} l 0

= (next page)
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Procedure for Bounding @[Rep(]—', S)]

(last page)

< 5 b (3 Sl =0])] 2 s (3 S <o)
1 m
T e [ pid <m;‘:’i [I(X; < 9)])
1 m
=2 & e l“;p <m ;‘7 [I(X; < 9)]) ’ {Xz}H
L2 E [R(Fo5)]
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Procedure for Bounding @[R€p<f7 S)]

» Define R(FoS) = %{]E} lsup >n, sz(zz))] as Rademacher complexity of F with
oi} | fer

respect to S, where z; = (x;,y;) is a sample in S.
» Go back to the problem:
2 E [R(FoS
E R(Fo5)

=2 E E |[su o; [I(X; < 0)] X;
{X:} [{o:} eeg ( Z ) | { }H
1 m
=2 E E max — o; [I(X; <0 X;
{X:} |{oi} | 0€{01, Omyr} (m ; [ ( )]> ‘ { }]]
21 1
<2 O\g/(ﬁl +1) <« a property of Rademacher complexity, introduced later
m
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Definition

» Define Rademacher complexity of F with respect to S:

sup <Zozf (2i) >] ;

where z; = (z;,y;) is a sample in S, m is the number of samples, o; is a random variable

such that o; =1 w.p. § and 0; = —1 w.p.

1
R(FoS)2 -

m

» More generally, given a set of vectors A C R™, define Rademacher complexity of A:

sup (Z alazﬂ = %IE [sup (<o,a >)} .

1
R(A)2 — E
a€A acA

m{o;}
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Theorem

> Lemma 1. IE[Rep(}', S)] < 2]5 [R(FoS).

— The proof procedure is almost the same as the one in the section "Introducing Rademacher
Complexity With a Simple Example”, but a little more complicated.

A formal Introduction to Rademacher Complexity 15 /48



Theorem

» Theorem 2. For any h € H,

o~

IE Lp(h) — Lp(h)| < 21% [R(FoS).
Furthermore, for Vo € (0, 1), with probability of at least 1 — ¢ over the choice of S,

Lp(h) = Lp(h*) < 2E[R(F o )] /6.

— Remind that h € argmin Lg(h) and h* € argmin Lp(h).
heH heH R

— The first inequality follows because Lp(h) = IgLs(h) > IgLs(h) for Vh and Lemma 1.

— The second inequality follows from the first inequality by relying on Markov's inequality.
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Theorem

» Theorem 3. Assume that for all z and h € H we have that |¢(h, 2)| < c. For Vé € (0,1),
with probability of at least 1 — § over the choice of .S,

Lp(h) = Ls(h) < 2ER(FoS') + C\/zlnr(nwv
Lp(h) — Ls(h) <2R(Fo S) + 40\/@7

Lp(h) — Lp(h) < 2R (F o S) + 5e w

~ Remind that h € argmin Lg(h) .
heH
— We will prove the first inequality. Please refer to Theorem 26.5 in [2] for the others.
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Proof of Theorem 3

» Recall the bounded differences inequality we have learned in week 2 from Richard:
Let f: R™ — R be a function of m variables such that | f(z) — f (z\¥)| < b for some
b > 0 for all z,2’ € R™, then with probability of at least 1 — ¢ we have

70 =B ) < by () m2

» For the first inequality, note that Rep(F, S) = supycy (Lp(h) — Lg(h)) satisfies the
bounded differences condition with the constant 2¢/m, then

RGP(I7S)§ERGP(]:,S)+C MSQ‘ISER(EOHOS/)—i—C M
m 7

m
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Remark

» Why we introduce Rademacher complexity?
We need to derive generalization bound. From Lemma 1 to Theorem 3, we see that
those generalization errors can be bounded by something related to Rademacher
complexity, so we can bound Rademacher complexity instead.

» Is Rademacher complexity easier to bound?
Yes. There are many properties of Rademacher complexity to use, which will be
introduced in the next subsection.
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Properties

> Property 4. For any A C R™, scalar ¢ € R, and vector ag € R™, we have
R({ca+ag:ac A}) <|c|R(A).

That is, linear transformation linearly changes the Rademacher complexity of a set.

> Property 5. Let A be a subset of R™ and let A’ = {Z;\l:l aja(j) : N eN,Vj,al) e 4,
a; >0, |lalli =1}. Then ,R(A") = R(A).

That is, the convex hull of A has the same Rademacher complexity as A.
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Properties

> Property 6. (Massart) Let A = {a;,...,ayx} be a finite set of vectors in R™. Define
_ 1 N
a=y.,_,a. Then,

N
2log(N
R(A) < max [la — a V208N
acA m
or,

2log(N

R(A) < masx [Ja Y218
acA m

> Property 7. (Contraction Inequality) For each i € [m], let ¢; : R — R be a p—Lipschitz
function, let ¢(a) £ (¢1(a1),-..,¢m (an)) and po A 2 {¢(a) : a € A}, then

R(¢o A) < pR(A).
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Proof for Property 6 (The Second Inequality)

> Let W, = L 3" 0;a;, then R(A) = E [sup,c 4 Wal.

> exp (ﬂE {sup Wa}) <E [exp (t sup Waﬂ =E {sup exp (tWa)] < Z E [exp (tW,)] .
acA a€A acA acA

» 0, is a bounded random variable, thus is sub-Gaussian with parameter 22/4 =1. So, W,

is sub-Gaussian with parameter maxac 4 ||al|?/m?. (P24 in Richard's slides)

» By the definition of sub-Gaussian,

2 maxae A |a||2>

E [exp (tW,)] < exp < 5,2

» Plugging the above formula into the overall bound, taking logs, and optimizing over t
yields the result.
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Properties

> Property 8. (example) Let Hy = {x— (w,x) : [|[w|]s <1} and S = (x,...

vectors in a Hilbert space, then

max; |||,

R(Ha08) < Jm

> Property 9. (example) Let H; = {x+— (w,x) : |w]1 <1} and S = (xy, ...

vectors in R"™, then

2log(2
R(H: 0 8) < max x|, 1/ 2282,
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Proof for Property 8

m
R(Hy08) = sup o (w,x;)| =E| sup w, Y 0iX%;
wi|w|| <157 Z 7 [wilw]<1 ;
1
- 2 2
i X5 = E i X
o
2. 2
1 1
m 27\ 2 . 1
< > o = ;<Xiaxj>lg[0i0'j]+Z<Xivxi>IUE[01‘2]
i=1 9 i£] i=1

[N

m 3
(Z ||xz-§> < (mmax|ixi[3) .
i=1
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Proof for Property 9

(The first inequality follows from Holder's and Jensen's inequality. )

R(H S)<E X ma. X
(Hro8) <8 Zax "Leng j]
£E mz[ix\<o' U >|] — let vj = (X1, Xmj) "
o |j€n
=E mz[u? max(< o,v; >, < 0, —v; >)]
o ljen i
£ F |max < o,v >} — let V= (v, ,Vp,—V1, -, —v,)T
o |veV
=mR(V).

Note that ma&(Hv —Vl|la = ma‘>/<HvH2 < /m max||x;||co, We get the result by Property 6.
ve ve 7
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Example 1

> See the example in the section "Introducing Rademacher Complexity With a Simple
Example”.

» In this example, we transfer R(F 0 S) = R({x — I(x < 0),0 € R} 0 S) to Rademacher
complexity of a finite set, then use Property 6 to get the result.
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Example 2: Problem Setting

Consider the hard-SVM algorithm:

> Consider a distribution D over X' x {#1}, such that Iw* with P, ,yp [y (W, x) > 1] =1
(separability assumption holds), and ||x||o < R w.p. 1, where x € X.

» Consider the hard-SVM problem:
argmin ||x||3  s.t. y; (W, x;) > 1,Vi.
w

» Define w; is the output of this problem. Please give an upper bound on

(x,£~ v # sign ((ws, x))].
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Example 2: Deriving bound by Rademacher Complexity

» Let B = ||w*||2 and consider the hypothesis class H = {w : ||w]||2 < B}. By the
algorithm of hard-SVM, we know that w, € H.

» Consider the loss function to be ramp loss
L(w, (x,y)) = min{l, max{0,1 — y(w,x)}},

then |[¢] <1 and ¢ is 1-Lipschitz.

» By Property 8, R(H o0 S) < B—\/%;

and then by Property 7, R({oH o S) < B—\/%.

Examples
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Example 2: Deriving bound by Rademacher Complexity
» Then by Theorem 3,

LD(WS) —Ls(WS) < QER(EOHOS/)_’_I ] \/W

with probability of at least 1 — § over the choice of S.
» By the algorithm of hard-SVM, Lg(w,) = 0.
» By the definition of ramp loss, we can see

P [y # sign ((ws,x))] < Lp(ws).
(x,y)~D
» Above all,
. BR 21n(2/90)
1 S < 2— R
(X’JI;’ND [y # sign ((ws, x))] < 2—= + -
Examples
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Example 3: Problem Setting

Consider a feed-forward neural network:
> A feed-forward neural network with depth ¢ (¢ — 1 hidden layers) is given by the function
Lt R? — R defined as

FO() =10 0. 01D (g) =W ( e (1(1)@)) ) 7
where each layer [(F) : R -1 — R% is a map:
1) () := o® (W(k)I + b(k)) , o™ s X — Lipschitz.
» Calculate the Rademacher complexity for the network class:
Al = {x eR? — fW(x): Hw(k)HOO <w, Hb(k)HDO < Bk, oW (z) = x} .
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Example 3: Solution

» Let 0 : R — R be y-Lipschitz. Define

L/;: xERd%(f ijlj(l‘)+b ERI‘b|Sﬂ,Hw”lSwallw'-almEE )
j=1

where £ is a class of functions from R to R that includes the zero function. Let us first

prove

R(L o{z1,...,2n}) <'y(jﬁ+2wR([,0{m1,...,xn})).

» To prove this, define

Fi={z eR! = ¥ wjlj(z) €R: Jwlh Sw,l,....1Im € L}
G:={zeR!=beR: b <p} '
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Example 3: Solution

Proof Sketch

> Firstly, get R(L o {z1,...,z,}) < v (Rad (Fo{xy,...,z,}) + Rad (G o {z1,...,2,}))
by Property 6.

» Secondly, get R(Fo{z1,...,2,}) <wR (conv(L — L) o{z1,...,2,}), where
L—LE2{l-1:1€L,l'c L} by Property 4 and the condition that 0 zero function is
in L.

» Then, get wR (conv(L — L) o {z1,...,2,}) =2wR (Lo {z1,...,z,}) by Property 5
and symmetry.

> Finally, get nR (G o {z1,...,2,})) = Esupy ,<5b>1 ;00 < BE[YT 03] < By/n by
Jensen’s inequality.
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Example 3: Solution

With R (L' o {x1,...,2,}), let's derive R (Aﬁi% o{xy,... ,xn})
> Use the result for R (L o {z1,...,2,}) recursively for each layer (note that v =1 for the
last layer and v = A for the others) and Property 7, we find

=3
R <Agf,)l o{xy,... ,mn}) < jﬁ—FQw (\’6}% Z(Zw)\)k + (2wA) 2R (Hy o {x1, ... ,xn})> )
k=0

where H1 = {x — (w,x) : [|[w]1 < 1}.

» Then use Property 9 to get the result.
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Example 3: Comments

> Please refer to lecture notes 3 of reference [4] for detailed proof.

» This result cannot explain the practice and the success of deep learning. For example, in
the limit of an infinite number of layers, it would have to be 2w\ < 1, which is a
restrictive requirement not needed in practice).

» Please refer to other papers for more reasonable bound under other assumptions. Also see

Appendix B of reference [3] for the usage of Rademacher complexity in deriving network’s

generalization bound.
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Covering Number: Motivation

> In Property 9 and Example 1, instead of calculating Rademacher complexity directly, we
solve equivalent problems where only finite hypothesis classes are involved and Property 6
can be used to easily derive bound.

» We can apply the same idea in a general sense. For a set with infinity many points, we
can isolate finitely points of interest, bound the Rademacher complexity of this finite
subset, and bound the difference between Rademacher complexity of the original set and
the new finite set.

» Covering number is the concept to measure cardinality of the finite set of interest.
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Covering Number: Definition

» Definition. Covering Number
Suppose A C R™ and is equiped with a metric p. The set C C A is a € -cover of (A, p) if
for every x € A there exists y € C such that p(z,y) <e. The set C C A is a minimal ¢
-cover if there is no other ¢ -cover with lower cardinality. The cardinality of any minimal
e-cover is the € -covering number, denoted by Cov(A, p,e).

» For a € A where A is a function class, define the following norms on A:

1
lallpe = (5 Xy la(za)l”) 7 for any p € [1,00),
alloo, == max; |a (z;)] .

> Property 10 If 1 < p < g, then
Cov (A7 ” : Hq,w)a) < Cov (-’4’ H ' HZMU?E)'

Appendix 39/48



Covering Number: Theorem

» Theorem 11 (Chaining)

For any x = {z1,...,zn} € X and sup,c 4 ||lall2,z < ¢, we have
(Aoa) < 2 [ AN o)
R(Aoz) < — dV\/lOgCOV 2,z v).
vm Jo
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Proof of Theorem 11

Let ¢; = 27 9¢, for j =1,...,m be successively finer resolutions.
For each j =0,...,m, let C; be an ¢; -cover of A.
Fix any a € A.

Let g; € C; be such that ||a — g;|| < €;; take go = 0. Note that g; 's depend on a.

vVvVvyyVvyy

Let us decompose a as follows:
m
a_a—gm+€%+;(gj—gj_1).
» Let us bound some norms:

*lla = gmll < €m

#[lgj — gj—1ll < llgj —all + [la — gj—1|l < €j +€j—1 = 3¢; ( since 2¢; = €;_1)
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Appendix

Proof of Theorem 11

R(A) = E {Sup(a, a>} [ definition |

acA
m
=E [sup( )+ Z 0,9 — gj—1) [ decompose a]
acA j=1

<éenm+E supz 0.9 — gj-1) [ Cauchy-Schwartz |
aE.A

<é€m+ Z]E {sup (0,95 — 95— 1>} [ push sup inside ]

j=1 acA

< em+Z]E
j=1

< (next page)

sup (0,95 — gj—1) [ refine dependence ]
9;€C;,9;—1€C; 1
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Proof of Theorem 11

- 21 11C;—
S €emt+ Z (3¢5) \/ 08 (16511€;-1) [Massart's lemma (Property 6)]

, m
j=1
- log |C}| _
< em+zl(66j) — =5 [since |Cj] > |Cja]]
=
- log |C;
= €m + Z 12 (¢; — €j41) % [ since €; = 2 (&5 — €j41)
j=1
/2 [log Cov (A, || - |22, )
< 12/ : =’ 2 de [ bound sum with integral |
0 m
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Covering Number: Examples

> Let Ao i={z € R s w'z:w € R, [|wl|lew < 1}. Then, for any z = {z1,...,z,},
please prove

max; ||z,
R(Ay 0z) < 129—2"20V/4,
T

where « := f01/2 dv+/log(3/v).
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Covering Number: Examples

Proof:
» With Theorem 11 and Property 10, we have

12 [eo/?
R (A o) < 7/ vy f1og Cov (A, || locue. ).
0

NG

» By Holder's inequality, a(z) = w'z < ||w||oo |zl < 2]

1, SO

3=

¢y = sup |lall2,; = sup

a = a oo

n 1 n
Zla(xi)2 S\n z; lllf < e
1= 1=

with ¢ := max; ||z;||;.
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Covering Number: Examples

Proof (cont'd):

» Now let's calculate covering number. Also by Holder's, we get
la = blloo.e = macla (1) — b ()| = mave| (g — wp) " 1] < e e — ]

hence, to find an v -cover, it suffices to find a finite set C such that for any w,, there
exists w € C with |Jw, —w| < v/e.
» For a hypercube with side length 2, divide it into small cubes with side length 2v/c.
» Define C to be the set of vertices of the cubes.

> Then, any w, € {w € R?: ||w| s < 1} must land in one of these cubes, and each
coordinate is at most v/c away from one of the vertices.
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Covering Number: Examples

Proof (cont'd):

» There are at most ([c/v] + 1)¢ vertices, so

Cov (Ass, [ - looas ) < (Te/v] +1)? < (¢/v +2)T < (3¢/v)".

» Finally,

c/2
R(Axox) < lf/?/o dv/log(3c/v)

. 1/2
= 12\f1\1/g/0 dv+/log(3/v).
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